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Abstract 
We present an algorithm for assigning off-chip 1/0 

pads for a logic circuit. The technique which is based 
on the analysis of the circuit structure and path delay 
constraints, uses linear placement, goal-programming, 
linear-sum assignment and 1/0 p a d  clustering to as- 
sign locations to  1/0 pads. The 1/0 p a d  assignment 
is then used b y  placement tools. Experimental data 
shows that as a result of using our 1/0 p a d  assign- 
ment procedure, the total interconnection length and 
circuit d e l a y  after placement and routing) are reduced 

1 Introduction 
Most CAD systems do the design of electronic sys- 

tems in a hierarchical top-down fashion where logic 
synthesis is followed by physical design. Decisions 
during the logic synthesis (including partitioning logic 
circuits into an interconnection of combinational logic 
components and registers, logic optimization, bind- 
ing optimized logic equations into gates in a target 
library) are difficult because their effects on the final 
layout are hard to  predict and may not become appar- 
ent until much later in the design process. Once any 
parameter at the layout design stage fails to satisfy 
a constraint imposed on it,  the logic synthesis must 
be modified (even repeated) so as to accommodate 
the constraint. (This may become necessary because 
physical design is too far down in the design pipeline 
to solve performance issues that were not considered 
earlier.) The new change may cause some other con- 
straint to be violated and the process must be re- 
peated. In order to reduce the number of design it- 
erations, explore larger portions of the design space, 
and find better quality solutions in shorter CPU time, 
physical design must be integrated with logic synthe- 
sis. 

The key to incorporating layout aspects into logic 
synthesis is the generation of a placement of the multi- 
level Boolean network and using this placement to 
guide the decomposition and mapping processes [5,6]. 
However, when using force-directed and mathematical 
programming approaches to solve the placement prob- 
lem, positions of the off-chip 1/0 pads must be known 
prior to placing the gates [l, 3, 71. This is because in 

b y  8-15% an k 3-4% respectively. 
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the absence of off-chip 1/0 pads, the gates collapse to 
the center of chip. At the same time, different 1/0 
pad assignments give rise to  placements with different 
qualities. In particular, significant improvements in 
area and wire length can be obtained by doing a good 
1/0 pad assignment. 

One approach is to treat I/Os as floating gates and 
use a force-directed approach to assign positions to 
all gates. I/Os are later assigned to fixed pads [9]. 
The problem with this approach is that during the 
placement phase, I/Os are allowed to float (and hence 
assume infeasible positions) and, therefore, when they 
are moved to fixed pad positions, the quality of place- 
ment solution becomes questionable. This problem is 
more severe if all pads are constrained to be at  the 
chip boundary. Another common approach is to use 
an arbitrary 1/0 pad assignment prior to placement 
and then improve the pad locations based on the de- 
tailed placement result. The two phases may be it- 
erated until an acceptable placement solution is gen- 
erated. This approach is also undesirable since even 
if convergence is achieved, the final solution is heav- 
ily influenced by the initial pad assignment which was 
arbitrary. In addition, the iteration process is costly 
and time-consuming. 

The 1 / 0  pad assignment becomes even more im- 
portant if there are path-delay constraints from pri- 
mary inputs to primary outputs. In that case, the 
initial location of the 1/0 pads will greatly influence 
the quality of timing driven placement obtained. In 
particular, a poor pad assignment may result in an 
infeasible placement solution. 

In this paper, we present an 1/0 pad assignment 
procedure which is based on the analysis of circuit 
structure (in logic equation or directed net list forms) 
and path-delay constraints. This procedure can be 
invoked prior to logic optimization and/or final gate 
placement. In either case, the pad assignment result is 
used as input to placement tools. The resulting place- 
ment can then be used either to guide logic decom- 
position/restructuring and technology mapping pro- 
cedures or is followed by routing to generate the final 
layout. 

Our 1/0 pad assignment technique can be summa- 
rized as follows. Initially, we order the primary out- 
puts in order to maximize the proximity between their 
transitive fanin cones by formulating and solving a lin- 
ear placement problem. We then distribute the output 
pads on the chip boundary and calculate goal distances 

314 
CH3040-3/91/0000/0314$01.00 0 1991 IEEE 



for each primary input - primary output pair based on 
the analysis of circuit structure and / or path-delay 
timing constraints. Next, we introduce a number of 
slots on the chip periphery and assign primary inputs 
to slots such that the sum over all primary input - pri- 
mary output pairs of violations of the goal distances is 
minimized. We use linear-sum assignment technique 
to solve this problem efficiently and concurrently. In 
order to assure that primary inputs which are con- 
nected to the same gates are assigned positions near 
each other, we cluster these inputs together and assign 
input clusters t o  slots. 

The paper is organized as follows. Section 2 gives 
some definitions and and describes our timing model. 
Sections 3 and 4 present detailed descriptions of the 
basic approach followed by timing-driven extensions. 
Sections 5 and 6 contain our experimental results and 
conclusions. 

2 Terminology 
We assume that the circuit is specified in the form 

of a directed acyclic graph (DAG), that is, a Boolean 
network prior to logic optimization or a directed net list 
prior to gate placement. We therefore give some ter- 
minology and definitions relevant to directed graphs 
followed by statement of our assumptions and timing 
model. 

A path in a directed graph is an open walk with no 
repeated vertices which follows the edge orientations. 
A (U, U) path is a path with U and v as endvertices. A 
U, U) bidirected path consists of exactly two sub-paths 

U,%) A (U,% ) or ((%,U) A (%,v))) for some 
vertex z .  Distance d ? U, U) is the minimum number of 
[either (( 

edges in a (U, U) path. Bidirected distance b(u, v) is 
the minimum number of edges in a ( u , v )  bidirected 
path. In both cases, if there is no such path, distance 
is set to 00. 

A node U is a fanin of a node v if there is a di- 
rected edge G~ from u to v and a fanout if there is a 
directed edge evu. A node U is a transitive fanin of a 
node v if there is a (directed) path from U t o  v and 
a transitive fanout if there is a (directed) path from v 
to U. Primary inputs are inputs of the directed graph 
and primary outputs are its outputs. Internal nodes 
are nodes of the directed graph with a t  least one fanin 
and one fanout. The primary input support of a node 
U is the set of primary inputs that are transitive fanins 
of U. 

We assume that each internal node has an exact 
(in case of gates in a net list) or estimated (in case 
of unmapped nodes of a Boolean network) area. The 
average dimensions of an internal node can therefore 
be calculated. 

Consider a node U and let v be its fanout node. 
The delay through U for a signal transition a t  one of 
its inputs is given as 

T + R ( C g a t e  + C w i r e )  

where r is the intrinsic delay through U, R is the out- 
put resistance of U, C g a t e  is the input capacitance of v 
and Cwire is the propagation delay through edge euv 

and is given by 

CH and Cv denote the horizontal and vertical capaci- 
tance per unit length of the horizontal and vertical in- 
terconnect wires respectively and (zu, yu) and (xu, yu) 
denote the positions of nodes U and v 

If the node is a gate in the library, its intrinsic de- 
lay, input pin capacitance, and output resistance are 
known. Otherwise, they are estimated as in [8]. That 
paper presents a simple model for estimating the delay 
of a multi-level combinational logic description prior 
to technology-dependent mapping. The model pro- 
poses that delay through a node varies logarithmically 
with both the complexity and the fanout of the node’s 
logic equation. The input pin capacitance for a node 
is taken to be equal to that of a 2-input NAND gate 
in the target library and the drive capability for the 
output pin is equal t o  that of an inverter. 

3 The Basic Approach 
For each primary output poi,  we traverse the cir- 

cuit in a depth-first order and identify its primary in- 
put support. We then derive a linear ordering on the 
primary outputs maximizing proximity among their 
primary input supports as explained below. Corre- 
sponding to each primary output poi,  we create a block 
Bi.  Corresponding to each primary input pij in the 
primary input support of poi,  we create a pin pj and 
attach it to block Bi. (Primary inputs which belong 
to the primary input support of exactly one primary 
output are ignored since they do not affect the prox- 
imity metric for primary outputs.) Consequently, we 
generate a net list representing primary outputs and 
their primary input supports. We then obtain a linear 
placement of blocks Bi which minimizes the total net 
span. This solution corresponds to a linear ordering 
on the primary outputs which maximizes proximity 
among their primary input supports. (See Figure 1.) 

Next, we calculate the bidirected distance between 
each consecutive pair in the ordered list of primary 
outputs by performing depth first search from out- 
puts toward the inputs. The total bidirected distance 
from the leftmost to the rightmost primary output in 
the ordered list is normalized to chip boundary length 
and the primary outputs are distributed on the chip 
periphery accordingly. The idea is that if the bidi- 
rected distance between a pair of outputs is small, the 
two outputs should be placed near one another. If the 
bidirected distance between a pair of outputs is CO, 

then the two outputs can be placed anywhere with 
respect to one another. In particular, we place them 
near one another. 

After assigning initial positions to the output pads, 
we proceed to assign the input pads. Let M denote the 
number of primary inputs in the circuit. We transform 
the pad placement problem into a linear-sum assign- 
ment problem as follows. We put S 8 times the num- 

boundary and construct an M x S linear assignment 
cost matrix C. Entry (i,  I C )  in matrix C represents the 
cost of assigning primary input pii to slot sk. This 

ber of floating I/Os where 0 2 1.0) s r ots on the circuit 
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Figure 1: Output pad ordering based on linear place- 
ment 

cost is calculated as follows: 

where h ( j ,  k) is the half perimeter length of the bound- 
ing box enclosing primary output poj and slot sk. 
d(i ,  j )  is equal to the distance from pii to poj. It has 
been converted into Manhattan length using the aver- 
age dimensions for an internal node. 

After running the linear assignment solver on ma- 
trix c, we obtain a minimum sum-cost solution to the 
input pad assignment problem, i.e., a subset X of en- 
tries cpq of matrix C is chosen such that the following 
holds: 

V i  3j* : cij* E X ,  
i f  il # i 2  t hen  j :  # j ; ,  

C c i j '  i s  m i n i m u m .  
i 

Since rows in the cost matrix C correspond to floating 
input pads and columns correspond to the slots, the 
linear assignment determines input pad assignment 
with the minimum cost. 

In order to insure that primary inputs which are 
connected to the same gates are assigned positions 
near each other, we cluster these inputs together and, 
during the linear assignment phase, assign the input 
clusters to slots. In particular, primary inputs whose 
pairwise bidirected distances are less than or equal to 
I are clustered together. ( /  is set to be a small fraction 

A B 

b A B  = 2  b C D  = 4  
b[A:CI = 3 b[A:D{ = 5 

Figure 2: Input pad clustering based on bidirected 
distances 

of L,  the number of levels in the DAG. For exam- 

together for 12 5. 

4 The Timing Driven Approach 
We assume that the required times at the primary 

outputs and the arrival times a t  the primary inputs 
of the functional block are given. The timing slack on 
each path is used to estimate the wire length that can 
be accommodated on that path as outlined below. 

Let u( i ,  j )  be the difference between the required 
time at po, and the signal arrival time a t  primary 
input pii (i.e., the allowed path delay), and, g ( i , j )  
be the longest path delay from pii to poj calculated 
recursively as in [4]. g ( i ,  j )  does not include the wiring 
delay contribution, that is, Cwire = 0 in the delay 
equation. Now, let w ( i , j )  = u ( i , j )  - g ( i , j )  represent 
the maximum delay that can be allocated to signal 
propagation through wires connecting gates (that lie 
on paths from pii to po j )  without violating the timing 
constraints. It is translated to a Manhattan length by 
using the values of CH and CV from the technology 
file. 

Let h(j , lc)  be the half perimeter length of the 
bounding box enclosing primary output poj and slot 
Sk, and d(i ,  j )  be the distance from input pii to output 
poj. We convert d ( i , j )  to units of Manhattan length 
as in Section 3. Then, the cost function is defined as 
(Figure 3): 

c( i ,  k) = t ( i , j ,  k) 
j € P O ' S  

44 j )  - h ( j ,  k) 

ple, in Figure 2, inputs A through E will b e clustered 

if h ( j ,  k) 5 d( i ,  j )  

else if d( i ,  j )  < h ( j ,  I C )  
0 

5 d( i ,  8 + w ( i ,  j )  
(U k) - $4 jN2 

otherwise 

t ( i ,  j ,  k) = 
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Figure 3: Cost function for timing-driven 1/0 pad 
placement 

The same initial input clustering and output pad dis- 
tribution followed by linear assignment can be used to 
solve the timing-driven pad placement. 

5 Experimental Results 
The techniques described here have been imple- 

mented in a computer program PACT (Pad Assign- 
ment based on Circuit sTructure). PACT is written 
in C and has been incorporated into LILY [5, 61. We 
have run PACT on several MCNC logic circuit bench- 
marks [lo] (after logic optimization and technology 
mapping). Table 1 shows some characteristics of the 
benchmarks. We compared PACT results with those 
of random and clockwise 1/0 pad assignment proce- 
dures provided in Octtools release 5.1. (We could not 
compare PACT with other 1 / 0  pad assignment pro- 
cedures due to lack of access to the tools.) The first 
procedure randomly assigns a side and position along 
the side to each pad. It was repeated 100 times for 
each example with different seeds and the average wire 
lengths are tabulated. The second procedure selects 
an output pad and assigns that output and all primary 
inputs in its support set to the pads around the chip 
boundary in a clockwise fashion. It then processes the 
next output and so on. The procedure is very sensi- 
tive to the order in which outputs are picked. We ran 
the clockwise procedure 20 times with different output 
orderings and report the average. 

The tabulated data are collected after pad assign- 
ment, detailed placement by Gordian placement pack- 
age [3], and global and detailed routing tools of Oct- 
tools. The area, wire length and worst case path de- 
lay are based on the placed and routed circuits and 
include the delay through interconnecting wires. The 
circuits were optimized and mapped using MIS-I1 [2]. 
We used a library similar to MCNC standard cell li- 
brary with modified timing parameters so that these 
parameters match those of a realistic 1 micron library. 
(We set CH = Cv = 2.5pF/cm.) Table 2 shows the 
total interconnection of the benchmark circuits. We 
obtained an average reduction of 15.1% and 8.4% over 
random and clockwise procedures respectively. 

Results showing effect of the 1/0 pad assignment 
on the circuit speed are tabulated in Table 3. We ob- 
tained an average improvement of 4.1% and 3.1% over 
random and clockwise procedures respectively. Note 
that the Gordian placement package does not have a 
timing-driven capability, therefore, Table 3 does not 
truly reflect the impact of 1/0 pad assignment on the 
circuit delay. Furthermore, the drive capability of a 
pad is much higher than that of a gate, and a good 
placement tool can reduce the longest path delay by 
allowing the pads to drive longer wires on the critical 
paths. 

PACT run times are short (e.g., 8 seconds for out- 
put ordering, 33 seconds for linear assignment on C880 
benchmark on a DEC3100 Workstation). 

6 Conclusions 
We have presented an 1/0 pad assignment tech- 

nique for assigning 1/0 pads based on analysis of the 
circuit structure and path delay constraints. Both of 
these considerations are transformed into proximity 
relationships among the off-chip I/Os. A cost func- 
tion which penalizes violations of these proximities is 
defined and linear assignment technique is used to si- 
multaneously assign 1/0 pads to slots. This technique 
is general and can handle 1/0 pad assignment prior to 
logic synthesis or detailed placement procedures. 
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Example 
C1355 
C1908 
C3540 
C432 

C5315 
C880 

bw 
duke2 

e64 
misex2 
misex3 

rd84 

Example 

C1355 
C1908 
C3540 
C432 

C5315 
C880 
bw 

duke2 
e64 

misex2 
misex3 

rd84 

# gates # inputs # outputs 
210 41 32 
244 33 25 
589 50 22 
127 36 7 
588 178 123 
221 60 26 
93 5 28 

235 22 29 
185 65 65 
60 25 18 

300 14 14 
87 8 4 

To 
random 

210.6 
248.2 
1215.2 
112.0 
1823.2 
252.3 
71.2 

339.5 
152.7 
41.9 

459.4 
52.7 

I 

203.8 I 184.5 
238.1 
1135.4 
100.8 

1716.3 
227.1 
66.1 

326.0 
139.2 
37.6 

433.0 
51.2 

224.0 
1047.0 
88.3 

1423.3 
192.8 
63.5 

300.4 
121.2 
35.1 

415.7 
49.3 

% Improvement over 
random I clockwise 

I 

12.4 I 9.8 
9.8 
13.8 
21.2 
21.9 
23.6 
10.8 
11.4 
20.6 
16.2 
9.5 
6.5 

5.9 
7.8 
11.6 
17.0 
15.1 
3.9 
7.9 
12.9 
6.7 
4.0 
2.0 

Table 2: Wiring Results for 1/0 PAD Assignment (wire lengths in millimeters) 

Example 

C1355 
C1908 
C3540 
C432 
C5315 
C880 
bw 

duke2 
e64 

misex2 
misex3 

rd84 

Delay without 
wiring 

13.6 
20.3 
29.9 
21.6 
20.1 
23.5 
23.9 
18.4 
41.8 
7.5 
16.4 
11.1 

De 
random 

17.5 
25.6 
39.1 
25.8 
27.1 
28.2 
27.4 
24.2 
46.1 
8.2 

22.9 
12.6 

y with wiring 

25.4 
38.7 
25.3 
26.3 
27.8 
27.8 
24.0 
46.4 
8.2 

22.8 
12.3 

24.5 
38.1 
25.2 
26.2 
26.2 
27.1 
23.3 
45.0 
8.1 

21.1 
12.2 

% Improvement oveI - 
random 

9.7 
4.3 
2.6 
2.4 
3.3 
7.1 
1.0 
3.7 
2.4 
1.2 
7.9 
3.2 

clockwise 
7.6 
3.5 
1.5 
0.4 
0.4 
5.8 
2.5 
2.9 
3.0 
1.2 
7.5 
0.8 

Table 3: Timing Results for 1/0 PAD Assignment (delays in nano-seconds) 
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