
To appear in Encyclopedia of Computer Science and Technology, 1995

Design Technologies for Low Power VLSI

Massoud Pedram

Department of EE-Systems
University of Southern California

Los Angeles , CA 90089

Abstract
Low power has emerged as a principal theme in today’s electronics indus-

try. The need for low power has caused a major paradigm shift where power dis-

sipation has become as important a consideration as performance and area. This

article reviews various strategies and methodologies for designing low power cir-

cuits and systems. It describes the many issues facing designers at architectural,

logic, circuit and device levels and presents some of the techniques that have been

proposed to overcome these difficulties. The article concludes with the future

challenges that must be met to design low power, high performance systems.

1.  Motivation
In the past, the major concerns of the VLSI designer were area, perfor-

mance, cost and reliability; power consideration was mostly of only secondary

importance. In recent years, however, this has begun to change and, increasingly,

power is being given comparable weight to area and speed considerations. Sev-

eral factors have contributed to this trend. Perhaps the primary driving factor has

been the remarkable success and growth of the class of personal computing

devices (portable desktops, audio- and video-based multimedia products) and

wireless communications systems (personal digital assistants and personal com-

municators) which demand high-speed computation and complex functionality

with low power consumption.

In these applications, average power consumption is a critical design con-

cern. The projected power budget for a battery-powered, A4 format, portable

multimedia terminal, when implemented using off-the-shelf components not opti-
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mized for low-power operation, is about 40 W. With advanced

Nickel-Metal-Hydride (secondary) battery technologies offering around 65

watt-hours/kilogram [52], this terminal would require an unacceptable 6 kilo-

grams of batteries for 10 hours of operation between recharges. Even with new

battery technologies such as rechargeable lithium ion or lithium polymer cells, it

is anticipated that the expected battery lifetime will increase to about 90-110

watt-hours/kilogram over the next 5 years [52] which still leads to an unaccept-

able 3.6-4.4 kilograms of battery cells. In the absence of low-power design tech-

niques then, current and future portable devices will suffer from either very short

battery life or very heavy battery pack.

There also exists a strong pressure for producers of high-end products to

reduce their power consumption. Contemporary performance optimized micro-

processors dissipate as much as 15-30 W at 100-200 MHz clock rates [20]! In the

future, it can be extrapolated that a 10 cm2 microprocessor, clocked at 500 MHz

(which is a not too aggressive estimate for the next decade) would consume about

300 W. The cost associated with packaging and cooling such devices is prohibi-

tive. Since core power consumption must be dissipated through the packaging,

increasingly expensive packaging and cooling strategies are required as chip

power consumption increases. Consequently, there is a clear financial advantage

to reducing the power consumed in high performance systems.

In addition to cost, there is the issue of reliability. High power systems

often run hot, and high temperature tends to exacerbate several silicon failure

mechanisms. Every 10 °C increase in operating temperature roughly doubles a

component’s failure rate [63]. In this context, peak power (maximum possible

power dissipation) is a critical design factor as it determines the thermal and elec-

trical limits of designs, impacts the system cost, size and weight, dictates specific

battery type, component and system packaging and heat sinks, and aggravates the

resistive and inductive volage drop problems. It is therefore essential to have the

peak power under control.

Another crucial driving factor is that excessive power consumption is

becoming the limiting factor in integrating more transistors on a single chip or on

a multiple-chip module. Unless power consumption is dramatically reduced, the

resulting heat will limit the feasible packing and performance of VLSI circuits

and systems.



 Design Technologies for Low Power VLSI 3

From the environmental viewpoint, the smaller the power dissipation of

electronic systems, the lower the heat pumped into the rooms, the lower the elec-

tricity consumed and hence the lower the impact on global environment, the less

the office noise (e.g., due to elimination of a fan from the desktop), and the less

stringent the environment/office power delivery or heat removal requirements.

The motivations for reducing power consumption differ from application to

application. In the class of micro-powered battery-operated, portable applica-

tions, such as cellular phones and personal digital assistants, the goal is to keep

the battery lifetime and weight reasonable and the packaging cost low. Power lev-

els below 1-2 W, for instance, enable the use of inexpensive plastic packages. For

high performance, portable computers, such as laptop and notebook computers,

the goal is to reduce the power dissipation of the electronics portion of the system

to a point which is about half of the total power dissipation (including that of dis-

play and hard disk). Finally, for high performance, nonbattery operated systems,

such as workstations, set-top computers and multimedia digital signal processors,

the overall goal of power minimization is to reduce system cost (cooling, packag-

ing and energy bill) while ensuring long-term device reliability. These different

requirements impact how power optimization is addressed and how much the

designer is willing to sacrifice in cost or performance to obtain lower power dissi-

pation.

The next question is to determine the objective function to minimize during

low power design. The answer varies from one application domain to next. If

extending the battery life is the only concern, then the energy (that is, the

power-delay product) should be minimized. In this case the battery consumption

is minimized even though an operation may take a very long time. On the other

hand, if both the battery life and the circuit delay are important, then the

energy-delay product must be minimized [26]. In this case one can alternatively

minimize the energy/delay ratio (that is, the power) subject to a delay constraint.

In most design scenarios, the circuit delay is set based on system-level consider-

ations, and hence during circuit optimization, one minimizes power under

user-specified timing constraints.

2.  Sources of Power Dissipation
Power dissipation in CMOS circuits is caused by three sources: 1) the leak-

age current which is primarily determined by the fabrication technology, consists

of reverse bias current in the parasitic diodes formed between source and drain
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diffusions and the bulk region in a MOS transistor as well as the subthreshold

current that arises from the inversion charge that exists at the gate voltages below

the threshold voltage, 2) the short-circuit (rush-through) current which is due to

the DC path between the supply rails during output transitions and 3) the charging

and discharging of capacitive loads during logic changes.

The diode leakage occurs when a transistor is turned off and another active

transistor charges up or down the drain with respect to the first transistor’s bulk

potential. The resulting current is proportional to the area of the drain diffusion

and the leakage current density. The diode leakage is typically 1 picoA for a 1

micro-meter minimum feature size! The subthreshold leakage current for long

channel devices increases linearly with the ratio of the channel width over chan-

nel length and decreases exponentially with V
GS

 - V
t
 where V

GS
 is the gate bias

and V
t
 is the threshold voltage. Several hundred millivolts of “off bias” (say,

300-400 mV) typically reduces the subthreshold current to negligible values. With

reduced power supply and device threshold voltages, the subthreshold current

will however become more pronounced. In addition, at short channel lengths, the

subthreshold current also becomes exponentially dependent on drain voltage

instead of being independent of V
DS

 (see [22] for a recent analysis). The sub-

threshold current will remain 102 - 105 times smaller than the “on current” even at

submicron device sizes.

The short-circuit (crowbar current) power consumption for an inverter gate

is proportional to the gain of the inverter, the cubic power of supply voltage

minus device threshold, the input rise/fall time, and the operating frequency [79].

The maximum short circuit current flows when there is no load; this current

decreases with the load. If gate sizes are selected so that the input and output

rise/fall times are about equal, the short-circuit power consumption will be less

than 15% of the dynamic power consumption. If, however, design for high perfor-

mance is taken to the extreme where large gates are used to drive relatively small

loads, then there will be a stiff penalty in terms of short-circuit power consump-

tion.

The short-circuit and leakage currents in CMOS circuits can be made small

with proper circuit and device design techniques. The dominant source of power

dissipation is thus the charging and discharging of the node capacitances (also

referred to as the dynamic power dissipation) and is given by:
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(1)

where C is the physical capacitance of the circuit, V
dd

 is the supply voltage, E(sw)

(referred as the switching activity) is the average number of transitions in the cir-

cuit per 1/fclk time, and fclk is the clock frequency.

3.  Low Power Design Space
The previous section revealed the three degrees of freedom inherent in the

low-power design space: voltage, physical capacitance, and data activity. Opti-

mizing for power entails an attempt to reduce one or more of these factors. This

section briefly discusses each of these factors, describing their relative impor-

tance, as well as the interactions that complicate the power optimization process.

3.1.  Voltage

Because of its quadratic relationship to power, voltage reduction offers the

most effective means of minimizing power consumption. Without requiring any

special circuits or technologies, a factor of two reduction in supply voltage yields

a factor of four decrease in power consumption. Furthermore, this power reduc-

tion is a global effect, experienced not only in one sub-circuit or block of the

chip, but throughout the entire design. Because of these factors, designers are

often willing to sacrifice increased physical capacitance or circuit activity for

reduced voltage. Unfortunately, we pay a speed penalty for supply voltage reduc-

tion, with delays drastically increasing as Vdd approaches the threshold voltage Vt

of the devices. This tends to limit the useful range of Vdd to a minimum of about

2-3 Vt.

In [11], an architecture driven voltage scaling strategy is presented in

which parallel and pipelined architectures are used to compensate for the

increased gate delays at reduced supply voltages and meet throughput constraints.

Another approach to reduce the supply voltage without loss in throughput is to

modify the Vt of the devices. Reducing the Vt allows the supply voltage to be

scaled down without loss in speed. The limit of how low the Vt can go is set by

the requirement to set adequate noise margins and control the increase in sub-

threshold leakage currents. The optimum Vt must be determined based on the cur-

rent drives at low supply voltage operation and control of the leakage currents.

Since the inverse threshold slope (S) of a MOSFET is invariant with scaling, for

every 80-100 mV (based on the operating temperature) reduction in Vt, the

P 0.5CVdd
2
E sw( ) fclk=
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standby current will be increased by one order of magnitude. This tends to limit

Vt to about 0.3 V for room temperature operation of CMOS circuits. Anther

important concern in the low Vdd - low Vt regime is the fluctuation in Vt. Basi-

cally, delay increases by 3x for a delta Vdd of plus/minus 0.15 Vat Vdd of 1 V. This

is a major limitation on how low Vdd can go unless the Vt fluctuation is cancelled

by circuit techniques such as the self-adjusting threshold scheme which will rduce

the Vt fluctuation to plus/minus 0.05 V at Vdd of 1 V [33].

3.2.  Physical Capacitance

Dynamic power consumption depends linearly on the physical capacitance

being switched. So, in addition to operating at low voltages, minimizing capaci-

tances offers another technique for minimizing power consumption. In order to

consider this possibility we must first understand what factors contribute to the

physical capacitance of a circuit.

Power dissipation is dependent on the physical capacitances seen by indi-

vidual gates in the circuit. Estimating this capacitance at the behavioral or logical

levels of abstraction is difficult and imprecise as it requires estimation of the load

capacitances from structures which are not yet mapped to gates in a cell library;

this calculation can however be done easily after technology mapping by using

the logic and delay information from the library.

Interconnect plays an increasing role in determining the total chip area,

delay and power dissipation, and hence, must be accounted for as early as possi-

ble during the design process. The interconnect capacitance estimation is how-

ever a difficult task even after technology mapping due to lack of detailed place

and route information. Approximate estimates can be obtained by using informa-

tion derived from a companion placement solution [49] or by using stochastic /

procedural interconnect models [50]. Interconnect capacitance estimation after

layout is straight-forward and in general accurate.

With this understanding, we can now consider how to reduce physical

capacitance. From the previous discussion, we recognize that capacitances can be

kept at a minimum by using less logic, smaller devices, fewer and shorter wires.

Example techniques for reducing the active area include resource sharing, logic

minimization and gate sizing. Example techniques for reducing the interconnect

include register sharing, common sub-function extraction, placement and routing.

As with voltage, however, we are not free to optimize capacitance independently.

For example, reducing device sizes reduces physical capacitance, but it also
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reduces the current drive of the transistors making the circuit operate more

slowly. This loss in performance might prevent us from lowering Vdd as much as

we might otherwise be able to do.

3.3.  Switching Activity

In addition to voltage and physical capacitance, switching activity also

influences dynamic power consumption. A chip may contain an enormous amount

of physical capacitance, but if there is no switching in the circuit, then no

dynamic power will be consumed. The data activity determines how often this

switching occurs. There are two components to switching activity: fclk which

determines the average periodicity of data arrivals and E(sw) which determines

how many transitions each arrival will generate. For circuits that do not experi-

ence glitching, E(sw) can be interpreted as the probability that a power consum-

ing transition will occur during a single data period. Even for these circuits,

calculation of E(sw) is difficult as it depends not only on the switching activities

of the circuit inputs and the logic function computed by the circuit, but also on the

spatial and temporal correlations among the circuit inputs. The data activity

inside a 16-bit multiplier may change by as much as one order of magnitude as a

function of input correlations [41].

For certain logic styles, however, glitching can be an important source of

signal activity and, therefore, deserves some mention here. Glitching refers to

spurious and unwanted transitions that occur before a node settles down to its

final steady-state value. Glitching often arises when paths with unbalanced propa-

gation delays converge at the same point in the circuit. Since glitching can cause a

node to make several power consuming transitions, it should be avoided when-

ever possible.

The data activity E(sw) can be combined with the physical capacitance C to

obtain switched capacitance, Csw=C.E(sw), which describes the average capaci-

tance charged during each data period 1/fclk. It should be noted that it is the

switched capacitance that determines the power consumed by a CMOS circuit.

3.4.  Calculation of Switching Activity

Calculation of the switching activity in a logic circuit is difficult as it

depends on a number of circuit parameters and technology-dependent factors

which are not readily available or precisely characterized. Some of these factors

are described next.
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3.4.1  Input Pattern Dependence

Switching activity at the output of a gate depends not only on the switching

activities at the inputs and the logic function of the gate, but also on the spatial

and temporal dependencies among the gate inputs. For example, consider a

two-input AND gate g with independent inputs i and j whose signal probabilities

are 1/2, then E
g
(sw)=3/8. This holds because in 6 out of 16 possible input transi-

tions, the output of the two-input and gate makes a transition. Now suppose it is

known that only patterns 00 and 11 can be applied to the gate inputs and that both

patterns are equally likely, then E
g
(sw)=1/2. Alternatively, assume that it is

known that every 0 applied to input i is immediately followed by a 1 while every

1 applied to input j is immediately followed by a 0, then E
g
(sw)=4/9. Finally,

assume that it is known that i changes exactly if j changes value, then E
g
(sw)=1/4.

The first case is an example of spatial correlations between gate inputs, the sec-

ond case illustrates temporal correlations on gate inputs while the third case

describes an instance of spatiotemporal correlations.

The straight-forward approach of estimating power by using a simulator is

greatly complicated by this pattern dependence problem.

It is clearly infeasible to estimate the power by exhaustive simulation of

the circuit. Recent techniques overcome this difficulty by using probabilities that

describe the set of possible logic values at the circuit inputs and developing

mechanisms to calculate these probabilities for gates inside the circuit. Alterna-

tively, exhaustive simulation may be replaced by Monte-Carlo simulation with

well-defined stopping criterion for specified relative or absolute error in power

estimates for a given confidence level [8].

3.4.2  Delay Model

Based on the delay model used, the power estimation techniques could

account for steady-state transitions (which consume power, but are necessary to

perform a computational task) and/or hazards and glitches (which dissipate power

without doing any useful computation). Sometimes, the first component of power

consumption is referred as the functional activity while the latter is referred as the

spurious activity. It is shown in [4] that the mean value of the ratio of hazardous

component to the total power dissipation varies significantly with the considered

circuits (from 9% to 38% in random logic circuits) and that the spurious power

dissipation cannot be neglected in CMOS circuits. The spurious activity is much

higher in certain data path modules (such as adders and multipliers).; Indeed, in a
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32-bit pipelined multiplier, the power dissipation due to hazard activity is 3-4

times higher than that due to functional activity! The spurious power dissipation

is likely to become even more important in the future scaled technologies.

 Current power estimation techniques often handle both zero-delay

(non-glitch) and real delay models. In the first model, it is assumed that all

changes at the circuit inputs propagate through the internal gates of the circuits

instantaneously. The latter model assigns each gate in the circuit a finite delay and

can thus account for the hazards in the circuit. A real delay model significantly

increases the computational requirements of the power estimation techniques

while improving the accuracy of the estimates.

Calculation of the spurious activity in a circuit is in general very difficult

and requires careful logic and/or circuit level characterization of the gates in a

library as well as detailed knowledge of the circuit structure.

3.4.3  Logic Function

Switching activity at the output of a logic gate is also strongly dependent

on the Boolean function of the gate itself. This is because the logic function of a

gate determines the probability that the present value of the gate output is differ-

ent from its previous value. For example, under the assumption that the input sig-

nals are uncorrelated, switching activity at the output of a (static) two-input

NAND or NOR gate is 3/8 while that at the output of a two-input XOR gate is 1/2.

Indeed, switching activity at the output of a K-input NAND or NOR gate

approaches 1/2K-1 for large K whereas that for a K-input XOR gate remains at 1/2.

3.4.4 Logic Style

Switching activity of the circuits is also a function of the logic style used to

implement the circuit. The functional activity in dynamic circuits is always higher

than that in static implementation of the same circuit as all nodes are precharged

to some value (one in N-type dynamic and zero in P-type dynamic) before the

new input data arrives. This effectively increases the number of power consuming

transitions. For example, under pseudo-random input signals, switching activities

of two-input N-type dynamic NAND, NOR and XOR gates are 3/2, 1/2 and 1,

respectively and those of the P-type version of these same gates are 1/2, 3/2 and

1, respectively. These values should be compared to the switching activites of

these gates in static CMOS which are 3/8, 3/8 and 1/2, respectively. Note however

that the physical capacitance in dynamic logic tends to be smaller than that in
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static logic, so the choice between dynamic and static logic implementations is

not as clear-cut as it would be otherwise. Dynamic circuits are also glitch-free!

3.4.5  Circuit Structure

The major difficulty in computing the switching activities is the reconver-

gent nodes. Indeed, if a network consists of simple gates and has no reconvergent

fanout nodes (that is, circuit nodes that receive inputs from two paths that fanout

from some other circuit node), then the exact switching activities can be com-

puted during a single post-order traversal of the network. For networks with

reconvergent fanout, the problem is much more challenging as internal signals

may become strongly correlated and exact consideration of these correlations

cannot be performed with reasonable computational effort or memory usage. Cur-

rent power estimation techniques either ignore these correlations or approximate

them, thereby improving the accuracy at the expense of longer run times. Exact

mehods (i.e., symbolic simulation) have also been proposed, but are impractical

due to excessive time and memory requirements.

3.4.6  Statistical Variation of Circuit Parameters

In real networks, statistical perturbations of circuit parameters may change

the propagation delays and produce changes in the number of transitions because

of the appearance or disappearance of hazards. It is therefore useful to determine

the change in the signal transition count as a function of this statistical perturba-

tions. Variation of gate delay parameters may change the number of hazards

occurring during a transition as well as their duration. For this reason, it is

expected that the hazardous component of power dissipation is more sensitive to

IC parameter fluctuations than the power required to perform the transition

between the initial and final state of each node.

4.  Power Estimation Techniques
The design for low power problem cannot be achieved without accurate

power prediction and optimization tools or without power efficient gate and mod-

ule libraries. Therefore, there is a critical need for CAD tools to estimate power

dissipation during the design process to meet the power budget without having to

go through a costly redesign effort and enable efficient design and characteriza-

tion of the design libraries.

In the following section, various techniques for power estimation at the cir-
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cuit, logic and behavioral levels will be reviewed. These techniques are divided

into two general categories: simulation based and nonsimulation based.

4.1.  Simulative Approaches

4.1.1  Brute-force simulation

Circuit simulation based techniques ([32],[75]) simulate the circuit with a

representative set of input vectors. They are accurate and capable of handling var-

ious device models, different circuit design styles, single and multi-phase clock-

ing methodologies, tristate drives, etc. However, they suffer from memory and

execution time constraints and are not suitable for large, cell-based designs. In

addition, it is difficult to generate a compact stimulus vector set to calculate accu-

rate activity factors at the circuit nodes. The size of such a vector set is dependent

on the application and the system environment [54].

PowerMill [18] is a transistor-level power simulator and analyzer which

applies an event-driven timing simulation algorithm (based on simplified

table-driven device models, circuit partitioning and single-step nonlinear itera-

tion) to increase the speed by two to three orders of magnitude over SPICE.

Switch-level simulation techniques are in general much faster than cir-

cuit-level simulation techniques, but are not as accurate or versatile. Standard

switch-level simulators (such as IRSIM [59]) can be easily modified to report the

switched capacitance (and thus dynamic power dissipation) during a simulation

run.

Verilog-XL logic simulator is a Verilog-based gate-level simulation pro-

gram that relies on the accuracy of the macromodels built for the gates in the

ASIC library as well as gate-level timing analysis to produce fast and accurate

power estimates. The accuracy depends heavily on the quality of the macromod-

els, the glitch filtering scheme used and the accuracy of physical capacitances

provided at the gate level. The speed is 3-4 orders of magnitude faster than

SPICE.

Most of the high level power prediction tools use profiling and simulation

to address data dependencies. Important statistics include the number of opera-

tions of a given type, the number of bus, register and memory accesses and the

number of I/O operations executed within a given period [12] [34]. Instruction

level simulation or behavioral simulators are easily (and have indeed been)

adapted to produce this information.
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4.1.2  Hierarchical simulation

A simulation method based on a hierarchy of simulators is presented in

[78]. The idea is to use a hierarchy of power simulators (for example, at architec-

tural, gate-level and circuit-level) to achieve a reasonable accuracy and efficiency

tradeoff. Another good example is Entice-Aspen [23]. This power analysis system

consists of two components: Aspen which computes the circuit activity informa-

tion and Entice which computes the power characterization data. A stimulus file

is to be supplied to Entice where power and timing delay vectors are specified.

The set of power vectors discretizes all possible events in which power can be

dissipated by the cell. With the relevant parameters set according to the user’s

specs, a SPICE circuit simulation is invoked to accurately obtain the power dissi-

pation of each vector. During logic simulation, Aspen monitors the transition

count of each cell and computes the total power consumption as the sum of the

power dissipation for all cells in the power vector path.

4.1.3  Monte Carlo simulation

A Monte Carlo simulation approach for power estimation which alleviates

the input pattern dependence problem has been proposed in [8]. This approach

consists of applying randomly generated input patterns at the circuit inputs and

monitoring the power dissipation per time interval T using a simulator. Based on

the assumption that the power consumed by the circuit over any period T has a

normal distribution, and for a desired percentage error in the power estimate and a

given confidence level, the number of required power samples is estimated. The

designer can use an existing simulator (circuit-level, gate-level or behavioral) in

the inner loop of the Monte-Carlo program, thus trading accuracy for higher effi-

ciency. The convergence time for this approach is fast when estimating the total

power consumption of the circuit. However, when signal probability (or power

consumption) values on individual lines of the circuit are required, the conver-

gence rate is very slow [80]. The method does not handle spatial correlations at

the circuit inputs.

4.2.  Non-simulative Approaches

4.2.1  Behavioral Level

For functional units (adders, multipliers and registers) or for memories,

power estimates are directly obtained from the design library whereby each func-

tional unit has been simulated using pseudo-random white noise data and the



 Design Technologies for Low Power VLSI 13

average switched capacitance per clock cycle has been calculated and stored in

the library.

The power model for a functional unit may be parametrized in terms of its

input bit width. For example, the power dissipation of an adder (or a multiplier) is

linearly (or quadratically) dependent on its input bit width.The library thus con-

tains interface descriptions of each module, description of its parameters, its area,

delay and internal power dissipation (assuming pseudo-random white noise data

inputs). The latter is determined by extracting a circuit or logic level model from

the layout or logic level descriptions of the module, simulating it using a long

stream of randomly generated input patterns and calculating the average power

dissipation per pattern.These characteristics are available in terms of the parame-

ter values (i.e., equations) or in the form of tables. Multi-parameter modules are

characterized with respect to all the parameters, yielding a multi-parameter equa-

tion or table. Multi-function modules (e.g., ALU) are characterized for each func-

tion separately.

The power model thus generated and stored for each module in the library

has to be “conditioned” or “modulated” by the actual input switching activities in

order to provide power estimates which are sensitive to the input activities. In

[51] and [34], the model consists of a single physical capacitance value and a sin-

gle switching activity value which represents the average switching activity on

each input bit. In [35], a more detailed model is presented where it is projected

that data in the datapath of a digital system can be divided into two regions: the

Least Significant Bits (LSB) which act as uncorrelated white noise and the Most

Significant Bits (MSB) which correspond to sign bits and exhibit strong temporal

dependence. The power model thus uses two capacitance values and requires two

input switching activity values corresponding to the LSB and MSB regions. Both

models ignore the spatial correlations among bits of the same input or across bits

of different inputs.

Another parametric model is described in [65], where the power dissipation

of the various components of a typical processor architecture are expressed as a

function of set of primary parameters. The technique suffers from an abundance

of parameters , requires a lot of fine-tuning for specific architectures, and is sensi-

tive to mismatches in the modeling assumptions.

Word-level behavior of a data input can be properly captured by its proba-

bility density function (pdf). Similarly, spatial correlation between two data
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inputs can be captured by their joint pdf. This observation is used in [13][14] to

develop a probabilistic technique for behavioral level power prediction which

consists of four steps: 1) Building the joint pdf of the input variables of a data

flow graph (DFG) based on the given input vectors, 2) Computing the joint pdf

for any combination of internal arcs in the DFG, 3) Calculating the switching

activity at the inputs of each functional block or register in the DFG using the

joint pdf of the inputs and the data representation format which determines the

(bit-level) Hamming distances of (word-level) data values, 4) Estimating the

power dissipation of each functional block using the input statistics obtained in

step 3 and the library characterization data that gives the physical capacitance

information for each module in the library. This method is very robust, but suffers

from the worst-case complexity of joint pdf computation and inaccuracies associ-

ated with the library characterization data.

An information theoretic approach is described in [42] and [46] which

relies on information theoretic measures of activity (for example, entropy) to

devise fast, yet accurate, power estimation at the algorithmic and structural

behavioral levels. In the following, the approach presented in [42] will be summa-

rized. Entropy characterizes the uncertainty of a sequence of applied vectors and

thus, intuitively, is related to switching activity. Indeed, it is shown that an upper

bound on the average switching activity of a bit is half of the its entropy. Know-

ing the statistics of the input stream and having some information about the struc-

ture (or functionality) of the circuit, the input and output entropies per bit are

calculated using a closed form expression that gives the output entropy per bit as

a function of the input entropy per bit, a structure-dependent information scaling

factor, and the distribution of gates as a function of logic depth in the circuit (or

using a compositional technique which has a linear complexity in terms of the cir-

cuit size). Next the average entropy per circuit line is calculated and used as an

estimate of the average switching activity per signal line. This is then used to esti-

mate the power dissipation of the module. A major advantage of this technique is

that it is not simulation based and is thus very fast, yet it produces accurate power

estimates. In general, using structural information can provide more accurate esti-

mates based on the entropy measure. On the other hand, evaluations based on

functional information need less information about the circuit and therefore may

be more appealing in practice as it provides an estimate of power consumption

earlier in the design cycle.

The above techniques apply to data paths. Behavioral power prediction
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models have also been proposed for the controller circuitry in [36][34]. These

techniques provide quick estimation of the power dissipation in a controller based

on the knowledge of its target implementation style (that is, precharged

pseudo-NMOS or dynamic PLA), the number of inputs, outputs, states, and so on.

The estimates can be made more accurate by introducing empirical parameters

that are determined by curve fitting and least squared fit error analysis on real

data.

4.2.2  Logic Level

Estimation under a Zero Delay Model

Most of the power in CMOS circuits is consumed during charging and dis-

charging of the load capacitance. To estimate the power consumption, one has to

calculate the (switching) activity factors of the internal nodes of the circuit. Meth-

ods of estimating the activity factor E
n
(sw) at a circuit node n involve estimation

of signal probability prob(n), which is the probability that the signal value at the

node is one. Under the assumption that the values applied to each circuit input are

temporally independent (that is, value of any input signal at time t is independent

of its value at time t-1), we can write:

E
n
(sw) = 2 prob(n) (1 - prob(n)). (2)

Computing signal probabilities has attracted much attention [48], [10]. In

the recent years, a computational procedure based on Ordered Binary-Decision

Diagrams (OBDDs) [6] has become widespread. In this method, which is known

as the OBDD-based method, the signal probability at the output of a node is cal-

culated by first building an OBDD corresponding to the global function of the

node (i.e., function of the node in terms of the circuit inputs) and then performing

a postorder traversal of the OBDD using equation:

(3)

This leads to a very efficient computational procedure for signal probabil-

ity estimation.

In [21], a procedure for propagating signal probabilities from the circuit

inputs toward the circuit outputs using only pairwise correlations between circuit

lines and ignoring higher order correlation terms is described. In [61] and [40],

the temporal correlation between values of some signal x in two successive clock

prob y( ) prob x( ) prob fx( ) prob x( ) prob fx( )+=
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cycles is modeled by a time-homogeneous Markov chain which has two states 0

and 1 and four edges where each edge ij (i,j = 0, 1) is annotated with the condi-

tional probability prob
ij

x that x will go to state j at time t+1 if it is in state i at time

t. The transition probability prob (x
i

→
j
) is equal to prob (x = i) prob

ij
x. Obvi-

ously, prob
00

x + prob
01

x = prob
10

x + prob
11

x = 1 while prob (x) = prob (x
0

→
 1

) +

prob (x
1

→
 1

) and prob (x) = prob (x
0

→
0
) + prob (x

1
→

0
). The activity factor of

line x can be expressed in terms of these transition probabilities as follows:

. (4)

The various transition probabilities can be computed exactly using the

OBDD representation of the logic function of x in terms of the circuit inputs.

The authors of [40] also describe a mechanism for propagating the transi-

tion probabilities through the circuit which is more efficient as there is no need to

build the global function of each node in terms of the circuit inputs. The loss in

accuracy is often small while the computational saving is significant. They then

extend the model to account for spatio-temporal correlations. This work has been

extended to handle highly correlated input streams using the notions of condi-

tional independence and isotropy of signals [41]. Based on these notions, it is

shown that the relative error in calculating the signal probability of a logic gate

using pairwise correlation coefficients can be bounded from above.

Estimation under a Real Delay Model

The above methods only account for steady-state behavior of the circuit

and thus ignore hazards and glitches. This section reviews some techniques that

examine the dynamic behavior of the circuit and thus estimate the power dissipa-

tion due to hazards and glitches.

In [24], the exact power estimation of a given combinational logic circuit is

carried out by creating a set of symbolic functions such that summing the signal

probabilities of the functions corresponds to the average switching activity at a

circuit line x in the original combinational circuit (this method is known as the

symbolic simulation method). The inputs to the created symbolic functions are the

circuit input lines at time instances 0- and •. Each function is the exclusive or of

the characteristic functions describing the logic values of x at two consecutive

instances. The major disadvantage of this estimation method is its exponential

complexity. However, for the circuits that this method is applicable to, the esti-

mates provided by the method can serve as a basis for comparison among differ-

Ex sw( ) prob x0 1→( ) prob x1 0→( )+=
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ent approximation schemes.

The concept of a probability waveform is introduced in [7]. This waveform

consists of a sequence of transition edges or events over time from the initial

steady state (time 0-) to the final steady state (time ∞) where each event is anno-

tated with an occurrence probability. The probability waveform of a node is a

compact representation of the set of all possible logical waveforms at that node.

Given these waveforms, it is straight-forward to calculate the switching activity

of x which includes the contribution of hazards and glitches, that is:

. (5)

Given such waveforms at the circuit inputs and with some convenient parti-

tioning of the circuit, the authors examine every sub-circuit and derive the corre-

sponding waveforms at the internal circuit nodes. In [45], an efficient

probabilistic simulation technique is described that propagates transition wave-

forms at the circuit primary inputs up in the circuit and thus estimates the total

power consumption (ignoring signal correlations due to the reconvergent fanout

nodes).

A tagged probabilistic simulation approach is described in [71] that cor-

rectly accounts for reconvergent fanout and glitches. The key idea is to break the

set of possible logical waveforms at a node n into four groups, each group being

characterized by its steady state values (i.e., values at time instance 0- and •).

Next, each group is combined into a probability waveform with the appropriate

steady-state tag. Given the tagged probability waveforms at the input of a simple

gate, it is then possible to compute the tagged probability waveforms at the output

of the gate. The correlation between probability waveforms at the inputs is

approximated by the correlation between the steady state values of these lines.

This is much more efficient than trying to estimate the dynamic correlations

between each pair of events. This approach requires significantly less memory

and runs much faster than symbolic simulation, yet achieves very high accuracy,

e.g., the average error in aggregate power consumption is about 10%. In order to

achieve this level of accuracy, detailed timing simulation along with careful glitch

filtering and library characterization are needed [19]. The first item refers to the

scheme for eliminating some of the short glitches that cannot overcome the gate

inertias from the probability waveforms. The second item refers to the process of

generating accurate and detailed macro-modeling data for the gates in the cell

Ex sw( ) prob x0 1→
t

⎝ ⎠
⎛ ⎞

prob x1 0→
t

⎝ ⎠
⎛ ⎞

+⎝ ⎠
⎛ ⎞

t eventlist x( )∈
∑=
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library.

4.2.3  Sequential Circuits

Recently developed methods for power estimation have primarily focused

on combinational logic circuits. The estimates produced by purely combinational

methods can greatly differ from those produced by the exact method. Indeed,

accurate average switching activity estimation for finite state machines (FSMs) is

considerably more difficult than that for combinational circuits for two reasons:

1) The probability of the circuit being in each of its possible states has to be cal-

culated; 2) The present state line inputs of the FSM are strongly correlated (that

is, they are temporally correlated due to the machine behavior as represented in

its State Transition Graph description and they are spatially correlated because of

the given state encoding).

A first attempt at estimating switching activity in FSMs has been presented

in [24]. The idea is to unroll the next state logic once (thus capturing the temporal

correlations of present state lines) and then perform symbolic simulation on the

resulting circuit (which is hence treated as a combinational circuit). This method

does not however capture the spatial correlations among present state lines and

makes the simplistic assumption that the state probabilities are uniform.

The above work is improved upon in [73] and [44] where results obtained

by using the Chapman-Kolmogorov equations for discrete-time Markov Chains to

compute the exact state probabilities of the machine are presented. The Chap-

man-Kolmogorov method requires the solution of a linear system of equations of

size 2N, where N is the number of flip-flops in the machine. Thus, this method is

limited to circuits with a small number of flip-flops, since it requires the explicit

consideration of each state in the circuit.

The authors of [73] and [44] also describe a method for approximate

switching activity estimation of sequential circuits. The basic computation step is

the solution of a non-linear system of equations in terms of the present state bit

probabilities and signal probabilites for the combinational inputs of the FSM. The

fixed point (or zero) of this system of equations can be found using the

Picard-Peano (or Newton-Raphson) iteration [38]. Increasing the number of vari-

ables or the number of equations in the above system results in increased accu-

racy [69]. For a wide variety of examples, it is shown that the approximation

scheme is within 1-3% of the exact method, but is orders of magnitude faster for

large circuits. Previous sequential switching activity estimation methods exhibit
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significantly greater inaccuracies.

5.  Power Minimization Techniques
To address the challenge to reduce power, the semiconductor industry has

adopted a multifaceted approach, attacking the problem on four fronts:

1. Reducing chip and package capacitance: This can be achieved
through process development such as SOI with partially or fully
depleted wells, CMOS scaling to submicron device sizes, and advanced
interconnect substrates such as Multi-Chip Modules (MCM).This
approach can be very effective but is also very expensive and has its
own pace of development and introduction to the market.

2. Scaling the supply voltage: This approach can be very effective in
reducing the power dissipation, but often requires new IC fabrication
processing. Supply voltage scaling also requires support circuitry for
low-voltage operation including level-converters and DC/DC converters
as well as detailed consideration of issues such as signal-to-noise.

3. Employing better design techniques: This approach promises to be
very successful because the investment to reduce power by design is rel-
atively small in comparison to the other three approaches and because it
is relatively untapped in potential.

4. Using power management strategies: The power savings that can be
achieved by various static and dynamic power management techniques
are very application dependent, but can be significant.

In the following we will discuss these strategies in some depth. The various

approaches interact with one another, for example CMOS device scaling, supply

voltage scaling, and choice of circuit architecture must be done judiciously and

carefully in order to find an optimum power-area-delay trade-off.

5.1.  CMOS Device and Voltage Scaling

In the future, the scaling of voltage levels will become a crucial issue. The

main force behind this drive is the ability to produce complex, high performance

systems on a chip. This is further exacerbated by the projected explosion in

demand for portable and wireless systems with very low power consumption. It is

also expected that various memory and ASIC’s will also switch to lower supply

voltages to maintain manageable power densities. A key concern is the availabil-

ity of the complete chip set to make up systems at reduced supply voltages. How-

ever, most of the difficulties can be circumvented by techniques to mix and match

different supply voltages on board or on the chip.
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In [17], two CMOS device and voltage scaling scenarios are described, one

optimized for the highest speed and one trading off high performance for signifi-

cantly lower power (the speed of the low power case in one generation is about

the same as the speed of the high-performance case of the previous generation,

with greatly reduce power consumption). It is shown that the low power scenario

is very close to the constant electric-field (ideal) scaling theory. It is shown that a

speed improvement of 7x and over two orders of magnitude improvement in

power-delay product (mW/MIPS) are expected by scaling of bulk CMOS down to

sub-0.1 micrometer region as compared with today’s high performance 0.6

micrometer devices at 5 volts. This paper also presents a discussion of how high

the electric field in a transistor channel can go without impacting the long term

device reliability, while at the same time achieving high performance and low

power. Next the speed/standby current trade-off is addressed, dealing with the

issue of nonscalibity of the threshold voltage.

The status of silicon-on-insulator (SOI) approach to scaled CMOS is also

reviewed, showing that the potential for 3x savings in power compared to the

bulk case at the same speed. The performance improvement of SOI compared to

bulk CMOS is mainly due to the reduction of parasitic capacitances and body

effect. Also, in partially depleted device designs, the floating body effect can give

rise to a sharper subthreshold slope (< 60 mV/dec) at high drain bias, which effec-

tively reduces the threshold voltage and can actually improve the performance at

a given standby current. In addition, CMOS on SOI offers significant reduction in

soft error rate, latch-up elimination, and simpler isolation which results in

reduced wafer fabrication steps. The main challenges are the availability of low

cost wafers with low defect density at high volumes, floating body effects on the

device and circuit operation, and heat dissipation through the buried oxide.

5.2.  CAD Methodologies and Techniques

Low power VLSI design can be achieved at various levels of the design

abstraction from algorithmic and system levels down to layout and circuit levels.

In the following, some of these optimization techniques will be briefly mentioned.

5.2.1  System Design

At the system level, inactive hardware modules may be automatically

turned off to save power; Modules may be provided with the optimum supply

voltage and interfaced by means of level converters; Some of the energy that is

delivered from the power supply may be cycled back to the power supply; A
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given task may be partitioned between various hardware modules or programma-

ble processors or both so as to reduce the system-level power consumption.

5.2.2  Behavioral Synthesis

Behavioral synthesis is the process of generating a register-transfer level

(RTL) design from an algorithmic behavioral specification. In particular, it con-

structs a structural view of the data path and a logical view of the control unit of a

circuit. The data path consists of a set of interconnected functional units (arith-

metic, logic, memory and registers) and steering units (multiplexers and busses)

while the control unit sends signals to the data path to schedule the appropriate

sequence of operations in time. The behavioral synthesis process consists of three

steps: allocation, assignment and scheduling. These steps determine how many

instances of each resource are needed, on what resource each operation is per-

formed and when each operation is executed.

A wide class of transformations can be done at the behavioral level and

most of them are typically aimed at either reducing the number of cycles in a

computation or reducing the number of resources used in the computation. One

interesting approach is to introduce more concurrency in a circuit to speed it up

and then to reduce the voltage until it realizes its originally required speed. The

linear increase in capacitance due to parallelism is compensated for by the qua-

dratic power reduction due to reducing the voltage. This can result in circuits that

use several times less power. Although this transformation is not directly chang-

ing the supply voltage, it allows a design to operate with a lower supply voltage

by increasing the concurrency. Another interesting approach is to reduce the sup-

ply voltage of each functional unit (thus reducing the power consumption, but

increasing the delay of the unit) in the data path as much as possible while satis-

fying the timing requirements in terms of the cycle-time or throughput (in the

case of pipelined circuits). This approach requires various support circuitry

including level-converters and DC/DC converters. A good overview of the use of

optimizing transformations for supply voltage reduction is given in [12]. These

transformations include concurrency increasing transformations such as (time)

loop unrolling and control flow optimizations and critical path reducing transfor-

mations such as retiming and pipelining.

At the early stages of the behavioral design process, concurrency increas-

ing transformations such as loop unrolling, pipelining and control flow optimiza-

tion as well as critical path reducing transformations such as height minimization,
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retiming and pipelining may be used to allow a reduction in supply voltage with-

out degrading system throughput; Algorithm-specific instruction sets may be uti-

lized that boost code density and minimize switching; A Gray code addressing

scheme can be used to reduce the number of bit changes on the address bus;

On-chip cache may be added to minimize external memory references; Locality

of reference may be exploited to avoid accessing global resources such as memo-

ries, busses or ALUs; Control signals that are “don’t cares” can be held constant

to avoid initiating nonproductive switching.

Other transformations at this level do not differ fundamentally from the

classical behavioral transformations, but now the cost function used to steer the

transformations is different. A key challenge however is to exploit the input sig-

nal statistics (i.e., switching activity on individual inputs and correlations among

a set of inputs) to minimize the power consumption during register and module

allocation and binding while maintaining the same cycle-time or throughput.

Consider a module M in an RTL circuit that performs two operations A and

B. The switching activity at the inputs of M, is determined by the number of bit

flips between the values taken on by the variables that are inputs to the two oper-

ations, which in turn depend on the bit-level statistical characteristics of the vari-

ables. Hence, the power dissipation depends on the module binding. Similarly,

consider a register R that is shared between two data values X and Y. The switch-

ing activity of R depends on the correlations between these two variables X and

Y. Hence, the power dissipation depends on the register binding as well. These

observations form the basis for power optimization during module and register

allocation and binding in [14], [13], [56] and [57]

In [53], an exact (graph-theoretic) algorithm for minimizing the system

power through variable-voltage scheduling is presented. The idea is establish a

supply voltage level for each of the operations in a data flow graph, thereby fixing

the latency of that operation, such that the system timing constraint is met while

power is minimized (because each operation will be excecuted using minimum

possible supply voltage).

5.2.3  Logic Synthesis

Logic synthesis fits between the register transfer level and the netlist of

gates specification. It provides the automatic synthesis of netlists minimizing

some objective function subject to various constraints. Example inputs to a logic

synthesis system include two-level logic representation, multi-level Boolean net-
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works, finite state machines and technology mapped circuits. Depending on the

input specification (combinational versus sequential, synchronous versus asyn-

chronous), the target implementation (two-level versus multi-level, unmapped

versus mapped, ASICs versus FPGAs), the objective function (area, delay, power,

testability) and the delay models used (zero-delay, unit-delay, unit-fanout delay,

or library delay models), different techniques are applied to transform and opti-

mize the original RTL description.

 Once various system level, architectural and technological choices are

made, it is the switched capacitance of the logic that determines the power con-

sumption of a circuit. In this section, a number of techniques for power estimation

and minimization during logic synthesis will be presented. The strategy for syn-

thesizing circuits for low power consumption will be to restructure or optimize

the circuit to obtain low switching activity factors at nodes which drive large

capacitive loads.

At the register-transfer (RT) and logic levels, symbolic states of a finite

state machine (FSM) can be assigned binary codes to minimize the number of bit

changes in the combinational logic for the most likely state transitions [70];

Latches in a pipelined design can be repositioned to eliminate hazardous activity

in the circuit [43]; Parts of the circuit that do not contribute to the present compu-

tation may be shut off completely; Output logic values of a circuit may be pre-

computed one cycle before they are required and then used to reduce the internal

switching activity of the circuit in the succeeding clock cycle [1]; Common

sub-expressions with low transition probability values can be extracted [29]; Net-

work don’t cares can be used to modify the input variable support and thus the

local expression of a node so as to reduce the bit switching in the transitive fanout

of the node [28]; Nodes with high switching activity may be hidden inside CMOS

gates where they drive smaller physical capacitances [74]; Hazards/glitches in the

circuit can be reduced by appropriate use of selective collapse, logic decomposi-

tion or delay insertion which lead to path balanced circuit structures; Circuit

depth and power dissipation may be simultaneously minimized using a node clus-

tering appraoch ; PLAs can be implemented to reduce static or dynamic power

dissipation in pseudo-NMOS or dynamic NOR-NOR implementations [31].

Power dissipation may be further reduced by gate resizing [5], signal-to-pin

assignment and I/O encoding.
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5.2.4  Physical Design

Physical design fits between the netlist of gates specification and the geo-

metric (mask) representation known as the layout. It provides the automatic lay-

out of circuits minimizing some objective function subject to given constraints.

Depending on the target design style (full-custom, standard-cell, gate arrays,

FPGAs), the packaging technology (printed circuit boards, multi-chip modules,

wafer-scale integration) and the objective function (area, delay, power, reliabil-

ity), various optimization techniques are used to partition, place, resize and route

gates.

Under a zero-delay model, the switching activity of gates remains

unchanged during layout optimization, and hence, the only way to reduce power

dissipation is to decrease the load on high switching activity gates by proper

netlist partitioning and gate placement, gate and wire sizing, transistor reordering,

and routing. At the same time, if a real-delay model is used, various layout opti-

mization operations influence the hazard activity in the circuit. This is however a

very difficult analysis and optimization problem and requires further research.

It should be noted that by applying post-layout optimization techniques

(such as buffer and wire sizing, local restructuring and re-mapping, etc.), power

can be further reduced. Under a zero-delay model, the switching activity of gates

remains unchanged during layout optimization, and hence, the only way to reduce

power dissipation is to decrease the load on high switching activity gates by

proper netlist partitioning and gate placement, gate and wire sizing, transistor

reordering, and routing. At the same time, if a real-delay model is used, various

layout optimization operations influence the hazard activity in the circuit.

At the physical design level, power may be reduced by using appropriate

net weights during netlist partitioning, floorplanning, placement [76] and routing;

Individual transistors may be sized down to reduce the power dissipation along

the non-critical paths in a circuit; Large capacitive loads can be buffered using

optimally sized inverter chains so as to minimize the power dissipation subject to

a given delay constraint [81]; Wire and driver sizing may be combined to reduce

the interconnect delay with only a small increase in the power dissipation [15];

Clock trees may be constructed that minimize the load on the clock drivers sub-

ject to meeting a tolerable clock skew [16] [27].
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5.2.5  Circuit Design

At the circuit level, power savings techniques that recycle the signal ener-

gies using the adiabatic switching principles rather than dissipating them as heat

are promising in certain applications where speed can be traded for lower power

[2]. Similarly, techniques based on combining self-timed circuits with a mecha-

nism for selective adjustment of the supply voltage that minimizes the power

while satisfying the performance constraints [47], those based on partial transfer

of the energy stored on a capacitance to some charge sharing capacitance and then

reusing this energy at a later time [25], and those based on electronic compensa-

tion for variations in VT thus making it possible to scale power supply voltages

down to very low levels [9], show good signs . Design of energy efficient

level-converters and DC/DC converters is also essential to the success of adaptive

supply voltage strategies.

5.3.  Power Management Strategies

In many synchronous applications a lot of power is dissipated by the clock.

The clock is the only signal that switches all the time and it usually has to drive a

very large clock tree. Moreover in many cases the switching of the clock causes a

lot of additional unnecessary gate activity. For that reason, circuits are being

developed with controllable clocks. This means that from the master clock other

clocks are derived that can be slowed down or stopped completely with respect to

the master clock, based on certain conditions. The circuit itself is partitioned in

different blocks and each block is clocked with its own (derived) clock. The

power savings that can be achieved this way are very application dependent, but

can be significant.

Power savings techniques that recycle the signal energies using the adia-

batic switching principles rather than dissipating them as heat are promising in

certain applications where speed can be traded for lower power. Similarly, tech-

niques based on combining self-timed circuits with a mechanism for selective

adjustment of the supply voltage that minimizes the power while satisfying the

performance constraints show good signs.

6.  Challenges Ahead
The need for lower power systems is being driven by many market seg-

ments. There are several approaches to reducing power, however the highest

Return On Investment approach is through designing for low power. Unfortu-
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nately designing for low power adds another dimension to the already complex

design problem; the design has to be optimized for Power as well as Performance

and Area.

Optimizing the three axes necessitates a new class of power conscious

CAD tools. The problem is further complicated by the need to optimize the design

for power at all design phases. The successful development of new power con-

scious tools and methodologies requires a clear and measurable goal. In this con-

text the research work should strive to reduce power by 5-10x in three years

through design and tool development.

To conclude this introduction, it is worthwhile to summarize the major

challenges that, to our belief, have to be addressed if we want to keep power dis-

sipation within bounds in the next generations of digital integrated circuits.

• A low voltage/low threshold technology and circuit design approach,
targeting supply voltages around 1 Volt and operating with reduced
thresholds.

• Low power interconnect, using advanced technology, reduced swing or
reduced activity approaches.

• Dynamic power management techniques, varying supply voltage and
execution speed according to activity measurements. This can be
achieved by partitioning the design into sub-circuits whose energy
levels can be independently controlled and by powering down
sub-circuits which are not in use.

• System performance can be improved by moving the work to less
energy constrained parts of the system, for example, by performing
the task on fixed stations rather than mobile sites, by using asymmet-
ric communication protocols, or unbalanced data compression
schemes.

• Application specific processing. This might rely on the increased use
of application specific circuits or application or domain specific pro-
cessors. Examples include implementing the most energy consump-
tive operations in hardware, choosing processor with instruction set,
data path width and functional units best suited to algorithm, map-
ping functions to hardware so that inter-chip communication is
reduced, and using suitable memory hierarchy.

• Move toward self-adjusting and adaptive circuit architectures that
can quickly and efficiently respond to the environmental change as
well as varying data statistics.
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• An integrated design methodology - including synthesis and compila-
tion tools. This might require the progression to higher level program-
ming and specification paradigms (e.g. data flow or object oriented
programming).

• Development of power conscious techniques and tools for behav-
ioral synthesis, logic synthesis and layout optimization. The key
requirements for these techniques are accurate and efficient estima-
tion of the power cost of alternative organizations and / or imple-
mentations and the ability to minimize the power dissipation subject
to given performance (or throughput in case of pipelined designs)
constraints and supply voltage levels.

• Power savings techniques that recycle the signal energies using the
adiabatic switching principles rather than dissipating them as heat
are promising in certain applications where speed can be traded for
lower power.
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