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Abstract — In this paper, we propose an energy-aware 
MPEG-4 FGS video streaming system with client feedback. 
In this client-server system, the battery-powered mobile 
client sends its maximum decoding capability (i.e., its 
decoding aptitude) to the server in order to help the server 
determine the amount of data (in the form of enhancement 
layers on top of the base layer) per frame that it sends to the 
client, and thereby, set its data rate. On the client side, a 
dynamic voltage and frequency scaling technique is used to 
adjust the decoding aptitude of the client while meeting a 
constraint on the minimum achieved video quality. As a 
measure of energy efficiency of the video streamer, the 
notion of a normalized decoding load is introduced. It is 
shown that a video streaming system that maintains this 
normalized load at unity produces the optimum video quality 
with no energy waste. We implemented an MPEG-4 FGS 
video streaming system on an XScale-based test bed in 
which a server and a mobile client are wirelessly connected 
by a feedback channel. Based on actual current 
measurements in this testbed, we obtain 20% communication 
energy reduction at the client by making the MPEG-4 FGS 
streamer energy-aware.  
 

Index Terms — MPEG-4 FGS, video streaming, 
communication energy, computation energy.  

I.   INTRODUCTION 

ITH the availability of mobile, communication and 
computing systems, we have seen an explosive 

demand for wireless multimedia, e.g., streaming video. This 
trend in turn poses two challenges: (1) establishing and 
maintaining a stable channel for real-time operation and (2) 
power-aware operation so as to increase the lifetime of the 
battery-powered mobile system while meeting a minimum 
quality of service (QoS) requirement. Furthermore, it is 
desirable to provide a mechanism for a graceful degradation 
in the video quality as the system trades off QoS for higher 
energy efficiency. Fine Granularity Scalability (FGS) 
coding technique [1], which was adopted as the standard in 
MPEG-4, indeed provides an effective mechanism for 
graceful video quality degradation based on its hierarchical 
layer structure, which consists of a base layer and one or 
more enhancement layers. Although extensive studies have 
been conducted on the hierarchical layer structure of MPEG-
4 and its error resiliency under fluctuations in the channel 
bandwidth [2][3][4], energy efficiency in server-client 
system has received little attention. Indeed, this topic is the 
focus of the present paper, where we show how to use FGS 
feature of MPEG-4 standard to achieve high energy 
efficiency subject to meeting a minimum video quality 
constraint.  

For video streaming application, there are two sources of 
energy consumption in a wireless mobile client: 
communication energy for transmitting and receiving data 
and computation energy for processing the received data at 
the client. These energy consumptions are proportional to the 
amount of data in a video frame.  

Most of the previous work on wireless video streaming is 
concerned about how to achieve better QoS under a 
fluctuating channel bandwidth. There are also a few 
publications that consider energy-efficiency issues in this 
context. In [5] an approach to reduce power consumption in 
a video communication system was proposed, where the 
coded bits are allocated between the source and channel 
coders, according to wireless channel conditions and video 
quality requirements. Reference [6] introduced an approach 
to minimize the power consumption of a mobile transmitter 
due to source compression, channel coding and transmission 
subject to a fixed end-to-end source distortion. In these 
approaches, however, no variation in the decoding aptitude 
of a mobile client was considered.  

The decoding aptitude of a mobile client is defined as the 
amount of data that its decoder can decode in a given 
deadline. It is frequently the case that the client can change 
its decoding aptitude by employing methods such as dynamic 
voltage and frequency scaling (DVFS) or dynamic power 
management (DPM) [7]. Many of the state-of-the-art 
processors that are designed for mobile application are 
equipped with DVFS for low-power operation [8]. 

When a mobile client is prepared to accept (or tolerate) a 
low video quality (a condition that may arise due to low 
levels of remaining energy in the client, lack of a need to 
receive high quality video due, etc.), then it should be able to 
communicate this looser performance requirement to the 
server, which will in turn reduce the amount of data that is 
sent for a given video frame. Consequently, a significant 
amount of energy can be saved in the mobile client who need 
not receive and decode additional packets sent by the server. 
An energy-efficient wireless video streaming system can thus 
be achieved by creating feedback from the mobile client to 
the server and by enabling the server to adjust the amount of 
information that it puts into the channel.  

In this paper, we propose a client-feedback wireless video 
streaming system in which the decoding aptitude of the client 
is considered by the server when it determines the amount of 
data that is sent for a given frame. This then results in trading 
video quality for lower energy consumption in the client. Of 
course, the streaming system must also guarantee a minimum 
achieved video quality. The proposed technique is made 
possible by the FGS feature of the MPG-4 standard as will 
be described later. The proposed energy-saving technique 
has been implemented on XScale-based platform and has 
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resulted in 20% reduction in communication energy at the 
client.  

The remainder of this paper is organized as follows. 
Related works on energy consideration of streaming system 
and MPEG-4 FGS are described in Section II. In Section III, 
a client-feedback streaming system is presented. Details of 
the implementation, including both hardware and software, 
are described in Section IV. Experimental results and 
conclusion are given in Sections V and VI, respectively.  

II.   BACKGROUND 

A. Fine Granularity Scalability (FGS) 

To adapt to the time-varying channel capacity (which is due 
to dynamic channel condition change such as congestion or 
fading), scalable video coding schemes are used. Example 
techniques include SNR scalability, temporal scalability, and 
spatial scalability in MPEG-2 and MPEG-4. In these layered 
scalable coding technique, total encoded bit-streams consist 
of a base layer and several enhancement layers. The bit-rate 
of base layer is determined by the minimum channel 
bandwidth and is sufficient to ensure a minimum achievable 
video quality. The enhancement layer provides higher video 
quality when the channel has extra bandwidth for the 
transmission of this layer. The FGS video coding technique, 
which was adopted as the standard in MPEG-4, provides for 
a very smooth video quality variation compared to other 
scalable coding technique because any number of bits in the 
enhancement layers may be truncated according to the 
channel condition. In FGS, the bit-plane coding of the DCT 
coefficients difference between the original frame and the 
reconstructed frame using base layer only is used to generate 
an enhancement layer [1]. The maximum number of bit-
planes in a frame is given by +( ) 12 coef max

log DCT  where 
DCTcoefmax is the maximum DCT coefficient difference in a 
frame. In wired (or wireless) video streaming with a server 
and a client, the data rate (in bits/sec), Rsend, at the server is 
determined by the available bandwidth in the network (or 
channel) as follows: 

= +send b eR R R  (1)  

where Rb denotes the base layer bit-rate and Re denotes the 
enhancement layer bit-rate. Rb should be less than the 
minimum allowed bandwidth while Re varies according to 
channel conditions. Rsend is set to provide the optimum video 
quality by transferring the maximum amount of video data to 
the client subject to the existing channel conditions. The 
higher the bandwidth of the channel is, the better the quality 
of the video is.  

Fig. 1 shows a typical FGS-based layer structure for frame 
sequence, IPPP. The gray boxes depict the total bits of the 
enhancement layer data that were transmitted for each frame 
whereas the white boxes show the portion of the 
enhancement layer data that was not transmitted due to 
channel conditions. 
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Fig. 1. FGS-based layer structure 

B. Wireless Environments in Video Streaming 

For energy-efficient video streaming in a wireless 
environment, two important factors should be considered: 
the energy consumption, which impacts the system lifetime 
and the channel bandwidth, which impacts the video quality.  

1) Energy consumptions in wireless communication 

Traditional low-power design techniques have mainly 
focused on minimizing the energy consumption due to 
charging/discharging of capacitive loads in a CMOS circuit 
that is performing computations or making decisions. As the 
battery-powered mobile devices became connected through a 
wireless network, the communication energy cost for 
transmitting and receiving data may dominate the 
computation energy cost. The video streaming application, 
which is one of the popular applications for mobile devices, 
results in rather large communication energy cost. To 
achieve a low energy video streaming system, more 
consideration must be given to optimizing the energy 
consumption due to the video data transmit and receive over 
the wireless channel. Fig. 2 shows a video streaming system 
in which a server and a mobile client are connected to one 
another by a wireless network. 

server Wireless Channel clientTX RXserver Wireless Channel clientTX RX
 

Fig. 2. Video streaming system with a server and a mobile client 

The communication energy (ECOMM) is the sum of two 
energy dissipations: the transmit energy (ETX) and the receive 
energy (ERX), which are given by [9]: 

( ) ( )α β α β= ⋅ ⋅ + = ⋅ ⋅ +,TX p TX TX RX p RX RXE K S E K S  (2)  

where Kp denotes the number of  transferred packets, S is the 
packet size, and αTX, βTX, αRX, and βRX are regression 
coefficients for the transmit and receive energy dissipation 
costs, respectively. Notice that ETX and ERX in the above 
equations are proportional to the amount of data that is sent 
and received. ESERVER and ECLIENT, the sum of communication 
and computation energy (ECOMP) consumptions for server 
and mobile client during video streaming, can be written as: 
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where CS and CC denote the switched capacitance per clock 
cycle time, VS and VC are the supply voltage level (assuming 
full swing transitions), fCPU_S and fCPU_C  are the clock 
frequency of the server and client, and T is the total 
streaming time needed to transmit/receive Kp packets. 

Let M denote the decoding aptitude of the client. M can be 
calculated as: M = k*fCPU_C*D, where k is a constant 
conversion factor and deadline D denotes the inverse of the 
target frame rate of the video. Assuming that fCPU_C scales 
linearly with the operating voltage VC, the computation 
energy consumption at the client is given as: ECOMP_CLIENT = 
γ*M3 where γ denotes a hardware-dependent constant. 
ECLIENT is proportional to M in cubic way and a client can 
greatly reduce its energy consumption by decreasing its M 
value. 

2) Throughput of wireless channel 

In a wireless environment, the channel conditions vary 
widely over time and space in several ways due to factors 
such as noise, interference and multi-path fading. These 
factors can lead to errors in packets resulting in variation in 
throughput of a wireless channel. Commonly used methods 
for reliable packet transmission through a wireless channel 
are Automatic Retransmission reQuest (ARQ) and Forward 
Error Correction (FEC). ARQ basically means 
retransmission of corrupted packets where the expected 
number of transmissions for a packet is 1/(1-p) with p 
denoting the packet loss rate. In FEC, some redundant 
information about each packet is added by the encoder so 
that some of packets that incur errors may be recovered 
based on the redundant information.  

In general ARQ is more suitable for uni-cast operation 
with low error rate whereas FEC is more effective in multi-
cast operation with many nodes. By using these two methods, 
a certain degree of variation in channel throughput 
depending on error occurrence can be tolerated. Using ARQ, 
channel throughput variation due to packet error rate may be 
calculated based on IEEE 802.11b protocol that is widely 
used in wireless LAN [10]. Let tTX denote the time to 
transmit a packet without error, then the expected time 
required for reliable transmission with packet error rate p is 
given by tTX/(1-p).  

In video streaming application having a deadline D for a 
frame, an increase in the data communication time due to 
potential retransmissions causes a reduction in the channel 
throughput and finally leads to degradation of the video 
quality. Let B and p denote the maximum bandwidth and the 
average packet error rate during D, respectively. If the server 
sends K packets during D, the number of correctly arrived 
packets at the client, A, is given by: 

   ⋅ ≤  = −  
 ⋅ −

,                    
1

(1 ),         

TXtK K D
A p

B p otherwise
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III.   A CLIENT-FEEDBACK VIDEO STREAMING 

When designing an energy-aware video streaming system, 
communication and computation energy and the video 
quality must be considered. We examine closely a video 
streaming system, in which a server and a mobile client exist 
and the client can control its decoding aptitude M according 
to its energy management policy. The server employs no 
such policy because we assume that it is AC-powered and 
therefore, it has an inexhaustible energy source. The mobile 
client is battery-powered, and therefore, ECLIENT is dependent 
on the energy management policy of the client.  

It is usual that a battery-operated client which is equipped 
with a DVFS functionality has a DPM scheme to increase its 
service lifetime. The power manager employs some policy 
by which the operating frequency (and possibly the voltage 
level) of the client is changed. For example, if the power 
manager detects that the remaining battery charge is lower 
than a predetermined threshold level, then it may reduce the 
operating frequency of the client so that the client’s lifetime 
can be extended at the cost of some degradation in service 
quality. As another example, consider the fact the client must 
perform other functions and services (perhaps due some 
other user-initiated computations, various I/O operations, 
some sensing, etc.) while the video streaming is taking place. 
In that case, the video quality may be lowered (by decaling 
that a reduced decoding aptitude for the client) so that other 
(more critical) tasks can be completed more quickly. 

So, depending on the requirements imposed, a client can 
vary its M value. In a typical video streaming system 
between a server and a mobile client, both high video quality 
and low energy consumption on the client side are required. 
Now when the client changes its M value, the ratio between 
A and M becomes quite important. When A is larger than M, 
the communication energy for handling a total of A-M 
packets is wasted. On the other hand, when A is smaller than 
M, the server can send more packets to improve the video 
quality if the channel conditions permit.  

One more thing we want to notice is that we have not 
considered the effect of wasteful decoding of other packets 
not meant for the client, like in the case of spread spectrum 
communication. If such wasteful decoding is high, then it 
reduces the effective M value of the client with respect to the 
packets that are in fact sent to it by the video server. Note, 
however, that the cost of decoding a packet header to realize 
whether the packet is intended for the client or not is much 
lower than the cost of decoding the whole packet. Therefore, 
as long as the ratio of the unintended packets to useful 
packets is not very high, we can ignore the impact of these 
unintended packets on the decoding aptitude of the client. 
Definition: Normalized decoding load at time instance i is 
defined for the client as the ratio Ai/Mi, and is denoted by Ni. 

Notice that Ni captures the amount of wasted energy at 
time instance i. For an energy-efficient streaming system, Ni 



 

 

should be set to one such that the required video quality by 
the client can be provided with no energy wasted handling 
useless data in the client. Let us consider energy 
consumptions for three different cases: 

•  Ni > 1; communication energy is wasted in the client 
while the video quality is limited by Mi 

•  Ni = 1; no energy is wasted; the video quality is 
determined by Ai or Mi 

•  Ni < 1; no energy is wasted; the video quality is 
limited by Ai. 

In all three cases, the achievable video quality is given as 
min(Ai, Mi) since the number of the decoded bits determines 
the video quality. With Ni > 1, the number of incoming 
packets from the server is higher than the decoding aptitude, 
resulting in communication energy wasting, Ewaste_i, of (Ai–
Mi)*[1/(1-pi)]*(S*αRX+βRX). In case of Ni < 1, there is no 
communication energy waste, but the video quality desired 
by the client cannot be achieved. There is, however, some 
slack in the decoding aptitude of the client, so the server can 
send more packets to the client in order to improve the video 
quality. With Ni = 1 the required video quality by the client 
can be achieved without any energy waste.  

To estimate how much energy is wasted in case of Ni > 1, 
we calculated the wasted energy while changing the Mi/B 
ratio from 0.1 to 1 for different p values: 0.02, 0.06, 0.1, 
0.13 corresponding to bit error rates (BER) of 1×10-5, 3×10-5, 
5×10-5 and 7×10-5, respectively. We used the regression 
coefficients for communication energy calculation from 
reference [9] at 11Mbps data rate and assumed that 30 
packets with size of 256-byte are sent in 100msec.  

Figure 3 shows how much energy is wasted for different 
Mi/Bi ratios and four different packet error rates, p, (so it is 
in fact a 3-D plot.) It thus conveys more information than a 
plot of energy waste versus Ai/Mi (which is only a 2-D plot). 
Note that Ai reduces the effect of Mi/Bi and p to a single term. 
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Fig. 3. Communication energy waste when Ni > 1 

The mismatch between Ai and Mi usually arises from lack 
of information exchange between the server and the mobile 
client. To gain better video quality without wasting energy, a 
server ought to send the optimal amount of data in a deadline 
considering both the channel throughput and the decoding 

aptitude of the client. However, while channel throughput 
can be determined by using some network parameters such 
as the packet loss rate, BER, and transmission delay [12], it 
is difficult for a server to figure out the decoding aptitude of 
the client by itself. Clearly, if the server knows the client’s 
decoding aptitude and the channel conditions, then the 
optimal data rate can be chosen without any energy waste. 
One way to achieve this goal is that the client periodically 
sends a small packet that contains information about its 
internal state (e.g., high performance or low power) to the 
server. In Fig. 4 a video streaming system with a feedback 
path from the mobile client to the server is shown. A status 
packet is periodically sent to the server at regular time 
intervals.  

server clientchannel

Mi (decoding capability in frame i)

M0 M1 Mi

D: deadline for a frame

� � � ��� �

Mi-1M2

server clientchannel

Mi (decoding capability in frame i)

M0 M1 Mi

D: deadline for a frame

� � � ��� �

Mi-1M2  
Fig. 4. Video streaming system with a feedback 

If the client’s decoding aptitude is changed during the ith 
frame, the server should also change Ai+1 to min[Mi, B*(1-
pi)] such that energy waste can be avoided while enabling the 
client to process the data in the i+1st frame. Ai+1 is set to Mi 
when there is enough bandwidth in the channel, but if Mi is 
larger than the current channel maximum bandwidth, then 
Ai+1 is set to B*(1-pi). Ai+1 calculated based on Mi has some 
error since Mi from the client cannot give exact values for the 
i+1st frame time. If Mi varies a lot, as a heuristic to reduce 
the average error, we can predict Mavg based on the history. 
Using an exponentially weighted average technique with a 
weighting factor α, Ai+1 is calculated as follows:  

 = ⋅ − min , (1 )i+1 avg i+1A M B p  (6)  

where ( )
τ

τ
α α

=

= ⋅ − ⋅∑
0

1
i

avg i -1M M  

In order to verify the effectiveness of our proposed 
streaming policy we performed a simulation. The wireless 
channel is modeled as a Gilbert-Elliot model [11], with two 
states, good and bad, which represents the channel 
conditions during data transmission. BER of good and bad 
state are set to 1e-5 and 1e-4, respectively. Packet size of 256 
bytes and frame count of 500 are assumed. For the maximum 
bandwidth of the channel model, we assumed 11 Mbps IEEE 
802.11b network protocol. For varying M, we generated a 
trace in which M is set to 0.8, 0.4, 1.2, 0.5, 0.7, and 1.4 of 
the maximum bandwidth, B. Fig. 5 shows variation in N for 
different M values over the 500 frames. From this figure, 
feedback from mobile client is essential to avoid redundant 
energy wasting by keeping N close to 1. N changes abruptly 
as M changes since Mavg is predicted using the weighted 
average method. If there is no severe fluctuation in M, 



 

 

calculating Ai+1 using Mi may be better as explained before. 
Energy waste with M variation is summarized in Table.1. 
When M < B, significant amount of energy is wasted while 
there is no video quality improvement because M limits the 
video quality. Although these results can be different for 
different M values and channel conditions, they tell the story. 
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Fig. 5. N ratio comparison with and without client feedback 

 
TABLE 1 

 ENERGY WASTE COMPARISON  

Energy waste 
M 

No FB FB 

0.4B 57.35% 2.57% 

0.5B 48.49% 6.27% 

0.7B 28.69% 0% 

0.8B 18.74% 0.21% 

1.2B 0% 0% 

1.4B 0% 0% 

IV.   IMPLEMENTATION 

We implemented an MPEG-4 FGS streaming system on a 
high-performance test bed. The hardware used is the Intel’s 
XScale processor which supports 9 different frequencies 
from 200MHz to 733MHz. A D/A converter was used as a 
variable operating voltage generator to control the reference 
input voltage to a DC-DC converter that supplies operating 
voltage to the CPU. Inputs to the D/A converter were 
generated using customized CPLD logic. When the CPU 
clock speed is changed, a minimum operating voltage level 
should be applied at each frequency to avoid a system crash 
due to increased gate delays. In our implementation, these 
minimum voltages are measured and stored in a table so that 
these values are automatically sent to the variable voltage 
generator when the clock speed changes. Voltage levels 
mapped to each frequency are distributed from 0.9V @333 
MHz to 1.5V @733 MHz. For the software work, Microsoft 
reference MPEG-4 FGS encoder/decoder was modified to fit 
our purpose. Two generated bit-streams of QCIF video 
sequence with 150 frames, a base layer and a FGS 
enhancement layer with 5 bit-planes (bp0~bp4), are split into 
packets with size of 256-byte. Table II shows the average 
statistics for a frame of generated MPEG-4 layers.  

In general, packet size is affected by many factors such as 
the packet fragmentation, header overhead, and channel 

conditions. For example, too small a packet size can cause a 
larger number of bytes to be transmitted, whereas too large a 
packet size is very susceptible to channel noise, causing 
either more frequent packet retransmissions (higher ARQ) or 
the necessity for more redundant channel coding (more 
FEC). In our application, different packet sizes may be 
assigned to different layers. For example, as shown in Table 
II, a small packet size can be used for the “base”, “FGS 
header”, and “bp0” layers whereas a larger one can be used 
for “bp1”, etc. In our experiments, however, we chose to 
ignore this degree of flexibility, and used 256-byte packet 
size for all layers. 

RTP/RTCP on UDP was used as a network protocol 
between server and client. We set our Linux machine as the 
AC-powered server and our test bed as the mobile battery-
powered client, which is equipped with an IEEE 802.11b 
wireless LAN (WLAN) card. Energy consumptions of the 
WLAN interface during receiving packets were measured 
using our data acquisition (DAQ) system. The results are 
reported in Fig. 6. 

TABLE II 
 STATISTICS OF GENERATED MPEG-4 LAYERS 

 Size(bytes) Packet number 

base 76 1 

FGS Header 9 1 

bp0 18 1 

bp1 278 2 

bp2 1007 4 

bp3 2022 8 

bp4 3358 14 
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Fig. 6. Data acquisition system 

V.   EXPERIMENTAL RESULTS 

We considered six different scenarios as follows:  
(I)    base only 
(II)   base + bp0 
(III)  base + bp0 + bp1 
(IV)  base + bp0 + bp1 + bp2 
(V)   base + bp0 + bp1 + bp2 + bp3 
(VI)  base + bp0 + bp1 + bp2 + bp3 + bp4 

where bpX denotes bit-plane X. Each test case represents a 
different decoding aptitude for the client. In Fig. 7, the video 
qualities for each case were shown using average peak signal 
noise ratio (PSNR), which is a widely used estimate of the 



 

 

quality of a reconstructed image compared with the original 
image. The video quality increases as the number of decoded 
bit-planes increases. In theory, FGS provides continuous 
levels in image quality by truncating any number of bits in an 
enhancement layer, but a bit-plane is considered one level of 
image quality for practical purpose.  
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Fig. 7. Video quality with different bit-plane number decoded 

Fig. 8 shows the current consumption drawn from 5V 
operating voltage of the WLAN when receiving packets for a 
frame. If more data are sent in a given deadline, more 
receiving energy is required. For example, with frame rate of 
10, 125.2mJ and 133.4mJ for a frame were consumed for 
cases (V) and (VI), respectively.  
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Fig. 8. Current consumption of WLAN interface in receiving packets 

Fig. 9 shows the energy consumptions of the WLAN card 
and the CPU, which capture the bulk of the communication 
and computation energies in the client, respectively. We 
measured decoding aptitude variation depending on the 
CPU’s operating frequency, but less than 5 fps rate was 
achieved even at the highest CPU frequency (733MHz). This 
is because the MPEG-4 decoder that we used is not 
optimized to run on the XScale hardware. So we measured 
the CPU energy consumption at 733MHz and normalized it 
to 10 fps rate. Fig. 10 shows energy waste in each test case.  

To quantify the impact of the proposed technique on the 
battery lifetime, not the energy reduction, we need a realistic 
usage scenario for the client as well as a charge gauge circuit 
to report the remaining battery life. In addition we need to 
know how much of the video quality a client is willing to 
accept as other tasks arise or the remaining battery energy 
level drops. So, for the experimental results, it is assumed 
that the client accepts six different video qualities (from test 

case I to VI) and no other task is running except video 
streaming. 

Let VQ(i) denote the video quality for case (i). VQ(I) is set 
by the client; in this case, for example, the wasted 
communication energy is 25.4mJ, which is about 40% of the 
CPU energy for VQ(I). Using our proposed method, about 
20% of the communication energy reduction can be achieved. 
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Fig. 9. Energy consumption of the client 
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Fig. 10. Energy waste with different decoding aptitude 

VI.   CONCLUSION 

A client feedback scheme is proposed to reduce redundant 
energy consumption in a wireless video streaming system 
consisting of a server and a client. The server does not send 
more data to the client when it cannot handle more than a 
given data rate, which is in turn determined by the client 
based on its own local energy management policy. From 
analysis and based on actual measurements under different 
channel conditions and decoding aptitudes for the mobile 
client, it was demonstrated that a video streaming system that 
maintains its normalized decoding load at unity produces the 
optimum video quality with no energy waste.  
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